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TABLE 1

INPUT PARAMETERS FOR MONTE CARLO SIMULATION RUNS

tdisk Dmax vrms klim VlimSequence Nobs (Gyr) (pc) (km s~1) (arcsec yr~1) (mag)

A . . . . . . . . 50, 200 7(1)18 400 40 0.15 19
B . . . . . . . . 50, 200 7(1)18 300 40 0.20 19
C . . . . . . . . 50, 200 7(1)18 150 40 0.40 19
D . . . . . . . . 50, 200 7(1)18 100 40 0.60 19
E . . . . . . . . 50, 200 7(1)18 100 40 0.80 19
F . . . . . . . . 50, 200 7(1)18 100 40 1.00 19

distance would be small and that the sample would be
biased against objects with small space velocities. Both of
these expectations are realized in these simulations. Figures

and show the positions and relative luminosities of the2 3
50 objects that comprise two representative, 10 Gyr old
samples drawn from populations A@ and respectively,E@,1
where glyph size is proportional to l, and the scale is the
same in both Ðgures. In addition, we show the positions (as
points) of all the objects in that did notNtot[ Nsamp Vsampsatisfy the selection criteria. shows a pcFigure 2 Dmax\ 200
volume and indicates also the relative size of the Dmax \ 50

FIG. 2.ÈPositions and relative luminosities of the 50 ““ observationally
selected ÏÏ objects drawn using population sample A@ and an age of 10 Gyr,
which approximates that of Sample objects are shown as glyphs ;OSWH.
positions of rejected objects that exist in are shown as points. TheVsampbounding box has volume (200 pc)3. The relative sizes of the glyphs indi-
cate the luminosity l Èbigger is brighter. The inset box shows the (50 pc)3
volume of showing similar data for population sample E@. The scaleFig. 3,
relating l to glyph size is the same for the two Ðgures. Clearly, the lower
proper-motion limit of A@ results in a much larger e†ective sample volume.
As a result, brighter objects, which are intrinsically rare, have a greater
chance of being included in the observationally selected sample.

1 We designate these particular sample populations A@ and E@ since their
values di†er from those given in (here and 50 pc,Dmax Table 1 Dmax \ 200

respectively, for A@ and E@), while all other parameters are the same. For the
purpose of these Ðgures and the accompanying discussion, it is desirable to
set to the typical maximum distance obtained in the samples, insteadDmaxof choosing it to be well beyond the maximum distance at which a star
could be and still make it into the observationally selected subsample, as is
the case for the results discussed in the remainder of this work.

pc volume of Both samples are populated uni-Figure 3.
formly, but the observationally selected subsamples are
strongly biased toward r \ 0.

The Ðgures also clearly demonstrate the expected e†ect of
the lower proper-motion limit sampling a signiÐcantly
larger volume. If proper motion alone was the selection
criterion, then we would expect that population A would
sample a volume (0.15/0.8)~3B 150 times that of sample E.
We Ðnd that to acquire 50 objects in each of the two
““ observed ÏÏ subsamples of A@ and E@ Gyr,(tdisk \ 10

pc), an average total of D1560 objects mustDmax\ 200
populate for parameter set A@ and D85,300 for E@ÈaVsampratio of 55.

shows the radial distributions of the 500 pointFigure 4
samples we have for each age, for populations A, C, and E,
and demonstrates the sensitivity to proper-motion limit

Also shown to guide the eye is a dotted line at theklim.
average distance of each observed sample population, 65.8,
30.3, and 16.2 pc, respectively. The ratio (65.8/16.2)3B 67
gives a measure of the ratio of the e†ective sampling
volumes of population A relative to population E, which is
complementary to and consistent with the estimate above.
A Ðnal, extreme measure is given by the cube of the ratio of
the maximum distances for stars in the observationally selec-
ted subsamples, (230.9/48.0)3B 110. This is closer to the

FIG. 3.ÈSame as but for a 50 object draw from populationFig. 2,
sample E@, which approximates that of Here, the bounding box hasLDM.
volume (50 pc)3.
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FIG. 4.ÈHistograms showing radial distributions as a function of age for populations A, C, and E. The dotted lines indicate the average distance of each
sample population : 65.8, 30.3, and 16.2 pc, respectively, for sample populations A, C, and E. The samples cluster progressively closer to the origin for larger
proper-motion limits, as expected.

value of D150 expected if proper motion were the only
selection criterion. Thus, population A samples an e†ective
volume D60È100 times larger than E, supporting OSWHÏs
claim that their luminosity function samples a volume at
least 50 times larger than that of LDM.

Comparing populations C and E, the cube of the ratio of
mean distances, (30.3/16.2)3\ 6.5, is very near the value of
(0.4/0.8)~3\ 8.0 expected if the samples were selected only
by proper motion. A Ðnal, subtle but expected e†ect appar-
ent in is that older samples cluster progressivelyFigure 4
nearer the origin as the number of very faint objects in these
Ðxed-number samples increases.

The fact that the ratio of e†ective sample volumes is near
the ratio expected for selection by proper motion only sug-

gests that stars are culled most frequently by proper
motion, and only rarely because they are too faint in V . The
results presented in which summarizes the simula-Table 2,
tion selection statistics for populations A@ and E@, conÐrm
these suspicions. We Ðnd, for population E@, that of the
13,702 objects culled to arrive at a Ðnal observed sample of
500, fully 86% were brighter than but hadVlim k \klim,
whereas only 0.04% were fainter than but passed theVlimproper-motion test. The remainder failed both tests. The
statistics for population A@ are more balanced : 13% are
culled by proper motion only, 5% by V magnitude only,
and the remainder fail both tests.

We can view these results in graphical form using a plot
of the logarithm of the cumulative count versus logarithm

TABLE 2

SELECTION STATISTICS

NUMBER REJECTED BY

klim DmaxSEQUENCE Nobs (arcsec yr~1) (pc) Ntot k V Both k and V

A@ . . . . . . . . 500 0.15 200 15,580 1891 788 12401
E@ . . . . . . . . 500 0.80 50 14,202 11778 6 1918
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of proper motion where the cumulative count is deÐnedk0,as

C(k0) 4 log ;
k;k0

n . (7)

If the sample is complete, then the relation versus logC(k0)will have a slope of [3 (e.g., & Smithk0 Oswalt 1995).
shows the cumulative counts for 2000 pointFigure 5

samples drawn from populations AÈE. Also shown for com-
parison are lines with slopes of [3. Our ideal observational
selection (i.e., zero observational bias/error) results in
samples that are complete down to proper-motion limits of

yr~1, as indicated by the [3 slopes obtainedklimB 0A.4
from populations C, D, and E. Populations A and B,
however, show deÐcits near their proper-motion limits,
indicating that a signiÐcant fraction of these objects are
being culled by V magnitude.

Observationally, it is no simple matter to insure that WD
surveys are complete, yet we can reliably estimate the space
density only when the observational limits are chosen so
that completeness is either known (assumed) to be 100% or
the fractional incompleteness can be quantitatively esti-
mated. Indeed, chose their lower proper-motionLDM
survey limit of yr~1 in an attempt to make theirklim\ 0A.8
observational database complete. The Luyten and Giclas
catalogs of proper-motion objects are complete down to a
limit of yr~1 and include stars with k as small asD1A.0

yr~1. & Smith Ðnd that the cumula-k º 0A.1 Oswalt (1995)
tive count diagrams of these survey data, while log-linear,
indicate signiÐcant incompleteness, in that the slopes are
signiÐcantly di†erent from [3. Below yr~1, the dataD1A.0
indicate progressive incompleteness and hence are not
immediately useful. employed a completeness cor-OSWH
rection procedure that made use of the relative slopes of the
cumulative count plots to e†ectively account for that frac-
tion of objects that a proper-motion survey misses. A
summary of this procedure was presented in detailsOSWH;
will be presented elsewhere. The raw and corrected curves
shown in are roughly parallel, suggesting that theOSWH

FIG. 5.ÈCumulative counts of the number of objects with proper
motion greater than the abscissa value for 2000 object samples drawn from
populations AÈE. Also shown for comparison are dotted lines with slopes
of [3, which are indicative of complete samples. Note that the samples
from populations C, D, and E are complete, but that populations A and B
show deÐcits near their proper-motion limits. This indicates that the
former are culled almost entirely by proper motion, whereas some non-
negligible fraction of the latter are culled by apparent magnitude.

incompleteness is not a strong function of although it isMV,
a function of apparent magnitude. In the next paper in this
series, we plan to explore more fully the consequences of
photometric uncertainties and survey incompleteness on
the derived observational LF.

The standard method of checking for completeness in the
technique is to compute for the sample.1/Vmax SV /VmaxTFor complete samples, Both theSV /VmaxT \ 0.50. OSWH

and samples are incomplete based ontheirLDM SV /VmaxTvalues of 0.324^ 0.046 and 0.369^ 0.046, respectively. Our
MC simulations are complete, with toSV /VmaxT \ 0.50
within the errors.

Our MC simulations provide an ideal test bed to explore
the reliability of the space density estimation in SchmidtÏs

method. For each sample we calculated (see1/Vmax '
Vmax

eq.
and then compared this with In we show[8]) 'true. Figure 6

the histograms of the number of samples as a function of
for populations AÈE, and for 50 point andR4'

Vmax
/'true200 point samples. The data comprising each panel within

the Ðgure come from the 10 samples for each of the 12 ages,
7È18 Gyr, inclusive. Some panels do not show all the data ;
the number of samples beyond the right edge of these panels
is indicated in the lower, right-hand corner.

It is clear from this Ðgure that the technique pro-1/Vmaxvides a reliable estimate of the space The distribu-density.2
tions are skewed, however. For the 50 point samples, we
Ðnd a global mean SRT \ 0.97^ 0.49 and a median of

whereas the 200 point samples yieldRmed\ 0.88,
SRT \ 0.98^ 0.24 and The width of the 50Rmed\ 0.93.
point distributions suggests that the factor of 2 di†erence
between the and space densities could simplyLDM OSWH
be the result of sampling statistics within the method.1/VmaxAn additional contributing factor may be that the LDM
data were incomplete but not corrected for incompleteness
as were the OSWH data.

3.2.2. Velocities

shows the velocity distributions of 2000 point,Figure 7
10 Gyr samples from populations A and E. These distribu-
tions are similar to that obtained by et al. theirSion (1988,
Fig. 1) in a study of WD kinematics, as expected since we
used the Sion et al. results to set our value and velocityvrmsdistribution width. The primary di†erence between the
observed and simulated data is the deÐcit of low- and high-
velocity objects in the simulated data : the former results
from a higher proper-motion limit, and the latter results
from the halo and thick-disk population stars in the
observed sample. As expected, the velocity distribution for
population E is biased toward higher velocities compared
to that of population A. In addition, there is a very weak
trend for the oldest samples to have mean smaller thanvtanfor the youngest samples from a given population. This is
simply a result of the oldest samplesÏ smaller mean dis-
tances.

3.3. W hite Dwarf L uminosity Function Turndown Ages :
Statistical Uncertainties

In Figures we show the results for parameter set A8È11,
for input ages of 7, 10, 13, and 16 Gyr. For comparison, the
input LFINT curves are also shown for these ages, and to
facilitate comparison of the Monte Carlo results with the

2 Because of a coding error in an early version of MCGoLF, a trend in
vs. proper motion was erroneously reported in'

Vmax
/'true Wood (1997).
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FIG. 6.ÈPanel plot showing the histogram distributions of the ratio
as a function of proper-motion limit for both 50 object and 200'

Vmax
/'trueobject samples. Each panel shows the histogram of the 120 '

Vmax
/'truevalues resulting from the 10 samples at each of the 12 input ages (7È18 Gyr,

inclusive). The number of points that fall outside the plot boundsÈif
nonzeroÈare indicated in the lower, right-hand corner of each panel. We
Ðnd no signiÐcant trend as a function of proper-motion limit. The median

is 0.91 and the mean is 0.97, suggesting that observed space'
Vmax

/'truedensities from ““ complete ÏÏ samples could in principle be corrected upward
by D10%, although this is not something we would recommend, since the
uncertainty in ' is signiÐcantly larger than this. Note that we also searched
for a trend in as a function of age and found none.'

Vmax
/'true

input LF, the former have been renormalized to the latter
(but see below). Within each panel, there are 10 independent
distributions drawn from the parent population. Each dis-
tribution is binned twice, with their respective bin centers
di†ering by the bin width (i.e., the ““ a ÏÏ and ““ b ÏÏ LFs in the12Ðgures) ; the ordinate scale is correct for the bottom (““ 1a ÏÏ
and ““ 1b ÏÏ) distribution, and the other curves have been
successively o†set by a constant. The number of objects
contributing to each bin is indicated above each point, and
the errors have been computed according to equation (6)
above. For bins populated by a single object, the formal
uncertainty is unbounded in the negative direction, but to
avoid visual confusion we have shown these as error bars
with a length of 2.0 (the separation between the curves is

FIG. 7.ÈHistograms of tangential velocity for 10 Gyr samples from
populations A and E. The distributions are similar to observed distribu-
tions but lack the low- and high-velocity tails (see text).

3.0). Next to each pair of curves are three numbers. The top
one is the sample number, the middle one is the summed

space density,1/Vmax

'
Vmax

\ ;
i/1

Nobs A 1
Vmax,i

B
, (8)

and the bottom one is the true space density,

'true\ Ntot/Vsamp , (9)

where the space densities expressed in units of (103 pc3)~1.
Note that although can di†er from by a factor of'

Vmax
'true2 or more, the overall shape of the observationally selected

sample LF does not di†er in any systematic way from the
input LFINT curves. This is an important result because it
means that we can still derive reliable age estimates from
samples with proper-motion limits well below the yr~10A.4
““ complete ÏÏ sample limit discussed above. Adopting a lower
proper-motion limit for the survey results in an enormous
increase in the number of objects that can contribute to the
LF, with a corresponding increase in the accuracy of the age
determination.

The 7 Gyr samples would all be assigned ages within 0.5
Gyr of the input age, but any attempts to infer variations in
the recent star formation rate from the LF points with lZ

[3.5 Gyr) would be futile. An examination of the(tcool[ 2
other panel LF plots shows this is a general result for
samples selected by both proper motion and apparent mag-
nitude. The 10 Gyr samples show considerably more varia-
tion in the location of the lowest luminosity bin : three of the
10 samples would be interpreted as having ages 1È2 Gyr
di†erent from the input age, and two of the 10 have peak LF
bins that are D2 p below the input peak. The 13 and 16 Gyr
samples also show considerable variation in the lowest
luminosity bins, and in D30% of the samples the inferred
age would be 1È2 Gyr (D15%) o† the input age. The most
dramatic result from the 16 Gyr sample, however, is that the
extra 3 Gyr adds only about three additional stars to the log

and fainter bins in these 50 point samples.(L /L
_
) \ [5
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FIG. 8.ÈMCGoLF results for 10 samples drawn from the parent population speciÐed by the sequence A parameters in for an age of 7 Gyr. TheTable 1
bottom curve has approximately the proper normalization for the space density, and the other curves have been successively o†set by 3.0 dex. The left
and right LFs reÑect two di†erent binnings of the same dataÈthe two distributions are o†set by 1/2 the bin width. Underneath the left-hand labels are the

space densities for the sample in units of 103 pc3. Error bars indicate 1 p errors calculated as discussed in the text with the exception of bins that'
Vmax

and 'truehave only one member ; these formally would have error bars of ]0.3 and [O, but for purposes of display we set [O ] [2. Also included for purposes of
comparison are the integrated LF curves for disk ages 7, 10, 13, and 16 Gyr. For clarity, the 7 Gyr curve has been truncated at the cool end (cf. NoteFig. 1).
the sample-to-sample variations in the bright end of the LFÈthese results suggest that variations in the recent star formation rates cannot be reliably inferred
from the bright end of the LF if derived using the estimator.1/Vmax

This suggests that our leverage on the local age is rather
weak beyond an age of 13 Gyr, and so signiÐcantly larger
observational samples are needed. The bright end of these
sample population A LFs again show considerable varia-
tions relative to the input curve in roughly half of the
samples, and these variations become more extreme for the
older samples.

shows the 10 Gyr samples from population E.Figure 12
Because population E samples a much smaller volume than
population A and the space density of bright objects is
intrinsically low, these LFs are biased toward fainter lumi-
nosities, as expected. The statistical variations in the LFs
are again substantial. Indeed, based on these noise-free
simulations, it is perhaps surprising that the observed LFs
are as smooth as they are. In any event, these simulations
taken in toto demonstrate that no conclusions regarding
the recent star formation rate can be drawn from samples
selected on the basis of proper motion alone. The Fleming

et al. LF of hot white dwarfs, used by is a(1986) LDM,
magnitude-limited sample only (not magnitude and proper
motion) and so may not necessarily be subject to these same
uncertainties, but caution is probably warranted when
interpreting Ðne details of any WDLF. We will use our MC
code to explore the statistical variations in magnitude-
limited samples in a future publication.

shows 10 200 point samples for an age of 10Figure 13
Gyr. Here, we see that only one sample (sample 6) could be
interpreted to have an age D1 Gyr di†erent from the input
age ; the others are all within D0.5 Gyr of the input age. The
7, 13, and 16 Gyr samples (not shown) also support these
conclusions. As above, the largest variations in the inferred
ages results from samples with objects in the faintestN [ 5
bin. Rebinning the 200 point samples into bins with a width
of 0.25 dex does not signiÐcantly improve the scatter at the
faint end, since this results in several bins with TheseN [ 5.
results, however, suggest that observed samples with N Z


